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Abstract
Speakers dynamically adjust their speech rate throughout conversations. These adjustments have been

linked to cognitive and communicative limitations: for example, speakers speak words that are contextually
unexpected (and thus add more information) with slower speech rates. This raises the question whether
limitations of this type vary wildly across speakers or are relatively constant. The latter predicts that across
speakers (or conversations), speech rate and the amount of information content are inversely correlated:
on average, speakers can either provide high information content or speak quickly, but not both. Using
two corpus studies replicated across two corpora, I demonstrate that indeed, fast speech correlates with
the use of less informative words and syntactic structures. Thus, while there are individual differences in
overall information throughput, talkers aremore similar in this aspect than differences in speech rate would
suggest. The results suggest that information theoretic constraints on production operate at a higher level
than was observed before and affect language throughout production, not only after words and structures
are chosen.
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1 Introduction

1.1 Background

Do fast speakers use language differently than slower speakers? There is ample evidence that speakers slow
down when upcoming material is not available (Fox Tree and Clark, 1997) or not given in the discourse (Arnold
et al., 2003). Bell et al. (2009) also argue for slowdown when theword itself takes longer to retrieve. Other studies
show that speakers add and remove linguistic material in response to the availability of upcoming context or
the information that material provides (Ferreira and Dell, 2000; Jaeger, 2010). Given this body of evidence, we
may expect that fast speakers would use language in the same way slower speakers do, and slow down when
their own cognitive or communicative constraints require them to.
To account for previous findings, the cognitive and communicative constraints involved can vary substantially
between individuals, and may operate at relatively low levels of language production: only at lexical retrieval,
only at syntactic planning, etc. However, it is possible that such constraints are less variable across individuals
and operate at a higher level, affecting language production as a whole. In this case, fast speech rate should
correlate with less informative content: Speakers who use more informative content would be more likely to
speak more slowly, and speakers who speak fast would be more likey to use less informative content.

1.2 Information theoretic accounts

There is a growing body of research on the role of information theoretic constraints in human language. Multi-
ple studies show that speakers (andwriters, Genzel and Charniak, 2002) tend to not provide toomuch or too little
information at any given time (Aylett and Turk, 2004; Levy and Jaeger, 2007; Jaeger, 2010), as predicted by infor-
mation theory (Shannon, 1948; for a comprehensive review, see Jaeger and Buz, accepted).1 It has been proposed
that speakers respond to information troughs by omitting, reducing, or hypo-articulating low-information lin-
guistic material or to information peaks by expanding or hyper-articulating high-information linguistic mate-
rial. Expansion and reduction are expected in a relatively local domain, and have been demonstrated for indi-
vidual segments (van Son and Pols, 2003; van Son and van Santen, 2005; Cohen Priva, 2015), syllables (Aylett and
Turk, 2004), morphemes (Pluymaekers et al., 2005; Kuperman et al., 2007; Kurumada and Jaeger, 2015), words
(Jurafsky et al., 2001; Bell et al., 2009; Mahowald et al., 2013; Seyfarth, 2014; Arnon and Cohen Priva, 2014), and
notably even at the edge of clauses (Levy and Jaeger, 2007; Jaeger, 2010; Norcliffe and Jaeger, 2014), suggesting
that information theoretic considerations are also driven by syntactic information. Other studies suggest that
higher-level syntactic considerations affect the duration of individual words within that construction (Gahl and
Garnsey, 2004; Kuperman and Bresnan, 2012).

1.3 Sources of information

Information theoretic accounts define information as surprisal: the less predictable themessage, themore infor-
mation it provides. Several factors affect the amount of information provided by speakers. Consider the phrase
dog bites man. The information provided by the phrase is the negative log probability of observing the phrase,
given what we know about the world, and about the English language. I consider three sources of information:
world knowledge, lexical, and structural. World knowledge determines that dogs biting men is more probable than
men biting dogs. Therefore, dog bitesman provides less information thanmanbites dog, even though both phrases

1Response to information theoretic pressures can follow from both speaker-internal and communicative pressures (Jaeger, 2010,
pp. 50–51 for speaker-internal alternative; and Pate and Goldwater, 2015, for communicative-based focus).
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have identical words and structure. Lexical information contributes to the information a phrase provides. The
word human is less frequent than the word man (despite denoting a larger set of individuals). The phrase dog
bites human is therefore lexically more informative than dog bites man. Syntactic choices also contribute to the
information a phrase provides. Active voice is used more frequently than passive voice. The phrase dog bites
man is therefore structurally less informative than man bitten by dog, even though they relate the same event.

1.4 Speech rate and information rate

Information rate can be estimated by dividing the information provided by linguistic material with the time it
takes to produce that material.2 To keep information rate constant, speakers should slow down when providing
more information and speed up when providing less. If speakers’ production approximates a ratio between in-
formation and time as studies suggest, what are the implications of fast speech rate? Do fast speakers provide
more informationper secondby approximating ahigher information to time ratio? Previous studies seem to sup-
port this view, as fast speech rate is a strong predictor of the omission of linguistic material, e.g. that-omission
in Jaeger (2010), and segment deletion in Cohen Priva (2015). A positive correlation between fast speech and
omission would lead fast speakers to provide an even higher information rate than had they kept the omitted
linguistic material. However, at least at the segmental level, omission could well be one of the mechanisms that
make fast speech fast (e.g. by articulatory undershooting of the target).
The alternative is that fast speech rate corresponds to lower information content (evident in cross-linguistic
differences, Pellegrino et al., 2011). This possibility has surprising implications: it predicts that fast speakers
may use less informative words, simpler syntactic structures, or provide less informative world knowledge, thus
facilitating production and comprehension to compensate for faster speech (or vice versa). World knowledge
is beyond the scope of this paper, but it is possible to test the first two predictions by investigating how speech
rate correlates with lexical information and the use of infrequent syntactic structures. In the following sections
I present two corpus studies that test the prediction that fast rate of speech would correlate with lower lexical
and structural information rate using the Switchboard corpus (Godfrey and Holliman, 1997), and replicate them
using the Buckeye corpus (Pitt et al., 2007).

2 Studies overview: materials and methods

2.1 Averaging data across conversation sides

This study aims to investigate the relationship between different aspects of information rate outside the local
contexts in which they have been studied in the past. Therefore, I aggregated data from individual tokens
across conversation sides rather than investigate individual tokens separately. Thus, each conversation side
(one speaker’s speech in one conversation) constitutes a single data point.

2.2 Corpora

I used the Switchboard Corpus (Godfrey andHolliman, 1997) to run themain studies. Each conversation provides
two data points: the two sides of the conversation. I used Calhoun et al. (2009), which provides part of speech
tags for a subset of the original corpus. The Buckeye corpus (Pitt et al., 2007) was used to replicate the findings

2Other interpretations can include information over amount of linguisticmaterial or cost ofmaking amessage less confusable (Jaeger
and Buz, accepted).
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from themain studies. In Buckeye only the interviewee side is available, and the 40 interviewees provide 40 data
points. I retagged Buckeye using a POS-tagger (Toutanova et al., 2003) for consistency with Switchboard. Words
whose duration surpassed 5s were removed. To get robust estimation for word counts, word count information
was pooled from the Switchboard, Buckeye and Fisher (Cieri et al., 2005, part 2) corpora. The full procedure of
curating data is described in Appendix A.

2.3 Data exclusion

For both studies, utterance-final words and words that were followed by filled pauses or backchannels (e.g. uh,
yeah; POS UH) were excluded to avoid a possible confound due to phrase-final lengthening. Only utterances 4
words and longer were used to exclude other backchannels. To reduce the possible effect of outliers, words
whose log durations were not within 3 standard deviations from the mean were also removed. The exclusion
criteria for each study are summarized in the methods and materials section for each study (§ 3.2 and 4.2). Not
excluding pre-pausal and utterance final words did not lead to qualitative differences, and neither did using
utterances of any length.

2.4 Speech rate

In order to estimate speech rate, I had to establish how fast a word was expected to be given previous research.
I therefore defined pointwise speech rate as the actual duration of a word token, divided by that token’s expected
duration. Thus, if aword’s durationwas predicted to be 250ms butwas pronounced in 300ms, its pointwise speech
rate would be 1.2 (slow), while if that word were pronounced in 200ms, its pointwise speech rate would be 0.8
(fast).
Expected duration was calculated using a linear regression. The log actual duration was the predicted value,
and the predictors were: (a) The geometric mean duration of that word across the corpus in which the word
appeared, (b) the log probability of observing the word given the previous word, (c) the log probability of the
word given the following word, (d) the log probability of the previous word given the current word, (e) the log
probability of the following word given the previous word, and (f) the frequency of the three words together.
Word counts for variables (b–f) were taken from the Fisher, Switchboard and Buckeye corpora.3 The controls
were meant to account for previously-studied factors, including the phonological form of the word, frequency
effects (e.g. Zipf, 1935; Bybee, 2002), the availability of the following word (e.g. Fox Tree and Clark, 1997), transi-
tional probabilities (e.g. Seyfarth, 2014) and trigram frequency (Arnon andCohenPriva, 2013, 2014). This process
is exemplified in Table 1.

Table 1: An example of the predictors used to approximate expected
duration, compared with actual duration. The linear regression uses
all the information theoretic variables as well as the log mean word
duration to predict log word duration. Word duration is then divided
by the exponentiated predicted value to yield pointwise speech rate
for each word.

Variable Example 1 Example 2
word duration 0.16 0.23

3 Variables (b–e) were calculated using MLE, as the count of observing the word sequence, divided by the count of the given context
alone. Thepreviousword inutterance-initial contextswas taken to be a special “missing” context, aswas the followingword inutterance-
final contexts.
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Variable Example 1 Example 2
previous word start and
word going tell
following word to them
mean word duration 0.203 0.220
-logPr(word | previous) 6.03 10.50
-logPr(word | next) 4.04 6.40
-logPr(previous | word) 8.66 4.57
-logPr(next | word) 0.784 4.183
trigram frequency 20 35
pointwise speech rate 0.923 1.130

Each speaker’s average by-conversation speech rate was defined as the average of log pointwise speech rates in
that conversation side. Calculating speakers’ speech rate usingmedians changed the significance level of speech
rate in the first study using the Switchboard corpus to marginal (p=0.058).

2.5 Information Rate

In this paper I use two criteria for information rate: lexical information rate and structural information rate.

2.5.1 Lexical information rate

The lexical information for each word was calculated as the negative probability of observing that word using
a unigram model with combined counts from the Buckeye, Switchboard, and Fisher corpora. Each speaker’s
average by-conversation lexical information rate was defined as the average of the negative log probabilities of
observing all content words used to calculate speech rate in that conversation side. This is the entropy of each
speaker’s content words. Content words were defined as all words which were not filled pauses, backchannels
(both POS UH), or function words (words that signal grammatical relations; defined as the output of the function
stopwords() in the R package tm, Feinerer and Hornik, 2015, as well as the contracted forms of be and have).
Functionwordswere not used as they have been argued to be retrieved using differentmechanisms than content
words (Bell et al., 2009).

2.5.2 Structural information rate

Because the Buckeye Corpus is not parsed and automated parsing is not as accurate as automated part-of-speech
tagging, I chose a syntactic structure that could be relatively easily detected using part of speech tags for this
study. I chose passive voice, a structure that is optional in the sense that speakers can, for the most part, choose
the equivalent active voice without omitting information.
The vast majority of sentences in spoken corpora are in the active voice as in (1), rather than in passive voice
(2) or (3). This means that the probability of observing an active voice sentence is higher than the probability
of observing a passive voice sentence, everything else being equal. Speakers who avoid passive voice in favor of
the alternative, active voice, provide more probable and therefore less informative structures.

(1) The police arrested John.
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(2) John was arrested (by the police).
(3) John got arrested (by the police).

The prediction is that slow speech would be correlated with the use of the informative and infrequent passive
voice (or vice versa).
I defined passive voice in terms of part of speech transitions: some inflection of be or get, followed by a past
participle verb (POS VBN). This definition excludes cases in which an adverb or negation intervene between the
auxiliary verb and the past participle. Since the goal of this paper is not to count passive voice sentences, this
choice should not be problematic.
Speaker’s by-conversation log rate of passives was calculated as the log odds between passive voice clauses, as
defined above, and other types of clauses, counted using the number of active voice content verbs in that con-
versation side. Log odds were used in order to allow parameter estimation using a linear regression.

3 Study 1: Speech rate and lexical information

3.1 Introduction

If speakers maintain a relatively constant information rate, they will compensate for speaking faster by provid-
ing less lexical information, or vice versa. This study checks whether fast speakers do use more frequent words
(estimated by a unigram model).

3.2 Methods and materials

I fitted a mixed effects linear regression in R (R Core Team, 2015) using the lmerTest package (Kuznetsova et al.,
2014), which fits models using the lme4 package (Bates et al., 2014) and adds p-values. For the replication study
in Buckeye there are no repeated measures, and so a linear regression was used instead. The predicted vari-
able was speaker’s average by-conversation lexical information rate, as discussed in § 2.5.1. Speaker’s average
by-conversation speech rate (normalized), as discussed in § 2.4, was the variable of interest. Both lexical infor-
mation and speech rate were calculated using only the words in Table 2.

Table 2: Data exclusion summary for Study 1

Criterion
Switchboard

words
Switchboard %

removed
Buckeye
words

Buckeye %
removed

All content words in the
corpus

295627 0 115220 0

After exclusion of word
longer than 5s

- - 114660 0.49

After removal of
utterance final words, and
pre-pausal words

265289 10.26 90999 20.64

After removal short
utterances (under 4)

264185 0.42 85759 5.76

After contextual counts
were added

253080 4.2 85458 0.35
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Criterion
Switchboard

words
Switchboard %

removed
Buckeye
words

Buckeye %
removed

After removal of extreme
durations

253047 0.01 85355 0.12

For the Switchboard data, the speaker’s gender, log age, and the interlocutor’s speech rate (normalized) were
used as controls. Expected topic lexical information rate (the average lexical information rate in the topic across
speakers) was also controlled for, as some topics may correlate with less probable words. Speakers and topics
were used as random intercepts. The model was fitted using 1284 conversation sides, which included 358 speak-
ers and 64 topics.
For the replication in Buckeye, interviewer identity, gender, and Buckeye’s binary distinction for age were used
as controls. All 40 speakers constitute the conversation sides in the replication study.
The Switchboard and Buckeye controls are summarized in Tables 3 and 4.

Table 3: Controls used for Study 1, in Switchboard

Control Description Motivation
Speaker’s gender Binary Male and female speakers have

demonstrated different speech
patterns

Age The log of the speaker’s age Age may effect words speaker uses
Interlocutor’s speech rate Mean log pointwise speech rate of

interlocutor (normalized)
Interlocutor speech rate may affect
partner’s speech through
alignment

Expected topic lexical
information rate

Mean negative log probability of all
content words over conversations
on that topic

Some topics may correlate with
less probable words

Table 4: Controls used for Study 1, in Buckeye

Control Description Motivation
Interviewer ID Binary Speakers may have been affected by

interviewer
Speaker’s gender Binary Male and female speakers have

demonstrated different speech patterns
Age Binary Numeric age not recorded by Buckeye.

Age may effect words speaker uses

3.3 Results and discussion

As predicted, slow speech rate correlated with higher average lexical information (β=0.055, SE=0.02, t=2.704,
p<0.01). Expected topic lexical information rate significantly predicted speakers’ unigram lexical information
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rate (β=0.23, SE=0.013, t=16.912, p<10-15). Male speakers and older speakers were more likely to use infrequent
words (β=0.31, SE=0.048, t=6.386, p<10-9; β=0.35, SE=0.083, t=4.175, p<10-4 respectively). Interlocutor speech rate
(β=-0.018, SE=0.013, t=-1.333, p=0.183) did not affect speakers’ lexical information rate.
Figure 1 shows by gender the relationship between normalized speech rate and average unigram lexical rate
in Switchboard. The lines represent the raw correlation between speech rate and lexical information rate by
gender, and do not factor out other predictors. Each point in the figure represents a conversation side, marked
for gender. All following figures repeat this scheme.
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Figure 1: Positive correlation between slow speech rate, measured in mean pointwise speech rate and normal-
ized, and lexical information rate, measured in mean negative log probability (bits) in Switchboard. Each point
represents a speaker in a conversation. The lines represent the raw correlations between speech rate and uni-
gram lexical information rate, by gender.

Buckeye corpus results support the findings in Switchboard: slow speech rate correlated with higher lexical
information rate (β=0.16, SE=0.071, t=2.313, p<0.05). Male speakers were again more likely to use infrequent
words (β=0.33, SE=0.14, t=2.375, p<0.05). Age (β=-0.21, SE=0.14, t=-1.508, p=0.141) and interviewer identity (β=-
0.14, SE=0.14, t=-1.054, p=0.299) did not affect lexical information rate.4 Figure 2 shows by gender the correlation
between average speech rate and average unigram lexical information.
The results suggest that unigram lexical information and speech rate come at the expense of one another. Fast
speech correlated with less informative words. The gender findings are surprising, and may follow from so-

4 In order to verify that the results do not depend on outliers, I reran the regression on subsets of that data in which one speaker
was removed. There were three speakers in the Buckeye corpus such that the results becamemarginal if any one of them were removed
(p<0.067).
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Figure 2: Positive correlation between slow speech rate, measured in mean pointwise speech rate and normal-
ized, and lexical information rate, measured in mean negative log probability (bits) in Buckeye. Each point
represents a speaker. The lines represent the raw correlations between speech rate and unigram lexical infor-
mation rate, by gender.
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ciolinguistic factors.5 The correlation between older age and use of infrequent words may follow from older
people’s familiarity with outdated lexical items, a hypothesis this study does not test.

4 Study 2: speech rate and passive voice

4.1 Introduction

If speakers maintain a relatively constant information rate, they will compensate for speaking faster by provid-
ing less informative structures, or vice versa. This study checks whether fast speakers are more likely to use
active voice over passive voice.

4.2 Methods and materials

As in study 1, I used a mixed effects linear regression to model data from Switchboard, with speaker and
topic as random intercepts, and a linear regression for Buckeye. For both corpora I used speaker’s average
by-conversation speech rate as the variable of interest. Speaker’s by-conversation log rate of passives was
the predicted variable. Controls are the same as in study 1 (see Tables 3 and 4), except for by-topic rates in
Switchboard, which encode average rate of passive voice for the topic of conversation, rather than average
lexical information rate.
Since passive voice is an infrequent construction, many speakers never used passive voice in a conversation.
Such data points were excluded from the analysis (or log ratio would have been undefined), resulting in 783 data
points for Switchboard (61% of all available conversation sides). All speakers in Buckeye used passive voice at
least once. Speech rate in this studywas calculated using only the active-voice verbs. For summary of exclusions
see Table 5.

Table 5: Data exclusion summary for Study 2

Criterion
Switchboard

words
Switchboard %

removed
Buckeye
words

Buckeye %
removed

All verbs in the corpus 133739 0 52838 0
After exclusion of words
longer than 5s

- - 52701 0.26

After removal of
utterance final verbs, and
pre-pausal words

125150 6.42 45017 14.58

After removal short
utterances (under 4)

124521 0.5 42645 5.27

After contextual counts
were added

121517 2.41 42560 0.2

After removal of extreme
durations

121497 0.02 42507 0.12

Number of active content
verbs

81152 - 41812 -

5Models that controlled for education were comparable. In one model college education yielded higher lexical information.
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Criterion
Switchboard

words
Switchboard %

removed
Buckeye
words

Buckeye %
removed

Total number of passive
voice verbs

1783 - 695 -

4.3 Results and discussion

As predicted, slow speech rate was correlated with frequent use of passive voice (β=0.078, SE=0.024, t=3.217,
p<0.01). Different topics had typical use odds for passive voice (β=0.24, SE=0.021, t=11.553, p<10-15). Male speakers
were more likely to use passive voice (β=0.1, SE=0.049, t=2.121, p<0.05). Speaker age (β=-0.084, SE=0.087, t=-0.97,
p=0.332) and the interlocutor’s speech rate (β=0.013, SE=0.021, t=0.65, p=0.519) had no significant effect. Figure
3 shows the correlation between average speech rate and passive voice usage.
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Figure 3: Positive correlation between slow speech rate, measured in mean pointwise speech rate and normal-
ized, and passive voice usage, measured in log odds in Switchboard. Each point represents a speaker in a con-
versation. The lines represent the raw correlations between speech rate and passive voice usage, by gender.

Buckeye data corroborates the main finding: slow speech rate was correlated with high usage of passive voice
constructions (β=0.15, SE=0.058, t=2.499, p<0.05). Gender (β=0.092, SE=0.11, t=0.8, p=0.428), age (β=-0.1, SE=0.11,
t=-0.92, p=0.365) and interviewer identity (β=-0.11, SE=0.11, t=-1.006, p=0.321) did not affect the use of passive
voice. The results do not depend on the inclusion of any one speaker. Figure 4 shows the correlation between
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average speech rate and passive voice usage.
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Figure 4: Positive correlation between slow speech rate, measured in mean pointwise speech rate and normal-
ized, and passive voice usage, measured in log odds in Buckeye. Each point represents a speaker. The lines
represent the raw correlations between speech rate and passive voice usage, by gender (though the difference
between the two is not significant, and the slopes are not significantly different).

Study 2 provides evidence that syntactic information and speech rate come at the expense of one another. Faster
speech correlates with lower usage of the structurally informative passive voice. The similar finding for gender
is intriguing, but not replicated in Buckeye. As with study 1, the replication in Buckeye shows that the effect is
not corpus-specific.

5 General discussion

Previous studies showed a correlation between speech rate and information rate: when speakers produce infor-
mative linguistic content, they slow down. This study suggests the effect is not only local, but applies globally.
Fast speakers are likely to produce less informative content, even after previously studied local effects have
been controlled for. Both lexical information and structural information are likely to be lower for fast speakers.
These findings have implications on the scope of information theoretic constraints and how early in production
they come into effect.
It is intriguing that the Switchboard studies could be replicated in Buckeye, with just 40 speakers. This sug-
gests that variability in channel capacity is surprisingly small. If different people had widely different channel
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capacities, we would have expected many speakers who speak fast and provide highly informative words and
structures, and other speakerswho both speak slowly and provide less informativewords and structures, making
the correlation between speech rate and other kinds of information rate more difficult to find.
One possibility is that fast speakers limit their information content to speak quickly. Repeatedly choosing more
frequent words and structures would mean that speakers would rarely have to slow down for infrequent words
and structures, thereby maintaining overall faster speech rate. Thus the global relationship between informa-
tion and speech rate is achieved, rather than only the previously found local relationship.
Being less likely to use less informative words and structures may have global benefits in production that would
allow speakers to speak faster generally: Speakers who are less likely to use informative words and structures
may retrieve uninformative words and frequent structures more easily, as those will not be in competition with
the more informative words and infrequent structures. For speakers more likely to use infrequent words, those
words get more probability mass, making frequent words less probable (in information theoretic terms, more
contentful and difficult to process) than for speakers who are apriori less likely to use infrequent words. In this
interpretation, being less likely to use flowery speech leads to faster speech rate by facilitating the retrieval
of frequent words. Of course, the very tendency to use more or less flowery speech could be motivated by
communication-oriented or sociological (and thus communicative) goals.
Another possibility is that speakers are not fully flexible, and are unable to slow down sufficiently when they
provide more informative content. If that is the case, production-oriented reasoning would directly predict
that fast speakerswould have to avoid informativewords and structures so as not to exceed the channel capacity,
which may differ among individuals.
A comprehension-oriented interpretation of this possibility would be that if fast speakers do not always slow
down when necessary they will inevitably provide too much information for their listeners at certain times,
exceeding channel capacity. Thus, the lack of flexibilitywould indirectly lead speakers to opt for less informative
words and structures. In this interpretation, exceeding the listener’s processing capacity can be a sociolinguistic
choice. This alternative gains support from the higher lexical information rate provided by male speakers in
both corpora, in light of the absence of any studies pointing to an advantage for men in language production.
The findings also bear on a separate question: where do information theoretic constraints apply? In a late model
speakers freely select anyword or syntactic structure, andwill later add enough linguisticmaterial or slowdown
to obey information constraints. In contrast, the throughout model integrates information theoretic constraints
even at the stage in which speakers choose words and syntactic structures (as in Jaeger, 2010, pp. 50-51). Previ-
ous findings on information theory in language could arise from either model, but the studies presented above
support the throughout model.
Different types of information rate come at the expense of one another. Speakers do not or cannot increase
an aspect of information rate without reducing another aspect. This paper provides high-level evidence for
information theoretic constraints on language: not just at the segment, morpheme, word or even phrase level,
but at the very selection of which words and structures one uses.
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A Corpora

A.1 Switchboard Corpus

The Switchboard Corpus (Godfrey and Holliman, 1997) contains about 2400 annotated telephone conversations
between strangers. Each speaker was paired randomly by computer operator with various other speakers; For
each conversation one of 70 possible topics was assigned for discussion between speakers. Each conversation
in Switchboard provides two data points: the speech of each of the conversants. Speakers and topics were used
as random intercepts. Over the years many annotations were added to subsets of the corpus, adding phonetic,
syntactic, and semantic information. I use a prominent collection of such annotations, Switchboard in NXT
(Calhoun et al., 2009). I focused on two sources of information: duration and syntactic information, derived
from part of speech (POS).

A.2 The Buckeye Corpus

TheBuckeye Corpus of conversational speech (Pitt et al., 2007) contains interviewswith 40 residents of Columbus
OH. The smaller Buckeye corpus is used to replicate the Switchboard studies. Each interview in Buckeye provides
one data point: the speech of the interviewee. Two interviewers are modeled as a binary fixed effect.
The corpus contains POS information for words, but its tags differ from Switchboard’s conventions, and many
backchannels such as okay are tagged as nouns and adjectives. I therefore trained the Stanford POS tagger
(Toutanova et al., 2003) on the NXT Switchboard tags and used it to retag the Buckeye corpus.6 The result al-
lowedme to use POS tags thatwere equivalent to the ones provided by the Switchboard corpus. Buckeye includes
words whose duration exceeds 5 seconds (the longest word in Switchboard is 4.5s long), and such words were re-
moved prior to any further processing.7 Buckeye includes the gender (M/F) and age of the interviewee (binary:
younger/older than 40).

A.3 Additional corpora

Several of the controls used in the two studies required a robust estimation of word probability and word-to-
word transitional probability. To achieve that, I pooled counts from the Fisher (Cieri et al., 2005, part 2), Buckeye,
and Switchboard corpora. The text files used to create the count data differ minimally from the word duration
files for both corpora, mostly in the treatment of interrupted speech and false starts (e.g. y- you know). This
led to the loss of about 3% of the data in Switchboard, and 0.3% of the data in Buckeye. The loss of this data is
not expected to bias the results, especially because utterance-final words and words that were followed by filled
pauses were also excluded.
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